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Abstract

The numerical results obtained by large-eddy simulation (LES) of a particle-laden axisymmetric turbulent jet are compared with the
available experimental data. The results indicate that with a new stochastic subgrid-scale (SGS) closure, the effects of the particles on the
carrier gas and those of the carrier gas on the particles are correctly captured by the LES. Additional numerical experiments are con-
ducted and used to investigate the effects of particle size, mass-loading ratio, and other flow/particle parameters on the statistics of both
the carrier gas phase and the particle dispersed phase.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Among various predictive methods available for parti-
cle-laden or droplet-laden dispersed multiphase turbulent
flows, the numerical methods based on large eddy simula-
tion (LES) are very attractive as they provide the most
optimum means of capturing the unsteady physical fea-
tures in these flows [1–6]. The accuracy and the reliability
of LES predictions is, however, dependent on several fac-
tors such as the accurate modeling of the subgrid-scale
(SGS) phase interactions and the correct representation
of the initial/boundary conditions for all phases. To ensure
the accuracy of a given model, both verification and valida-
tion studies should be conducted as suggested by Boivin
et al. [7]. Of high importance to the development and ver-
ification of LES SGS models are both a priori analysis of
direct numerical simulation (DNS) data, and a posteriori
analysis of LES results via comparison with the laboratory
experiments.
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Armenio et al. [8] investigated the effects of the SGS on
particle motion. Their work indicates that using a filtered
velocity field alone to advance the particles can lead to seri-
ous inaccuracies; thus the importance of the SGS closures
is emphasized. Miller and Bellan [9] conducted a thorough
a priori analysis of the SGS effects using DNS results for a
transitional mixing layer, and they also concluded that
neglecting the SGS velocity fluctuations in LES might lead
to gross errors in the prediction of the particle drag force.
This, in turn, will lead to errors in both the carrier-phase
and the dispersed-phase. Miller [10] went on to investigate
the effects of solid particles on an exothermic reacting mix-
ing layer. He found that the preferential concentration of
the particles in the high-strain braid regions of the mixing
layer, can lead to local flame extinction. Several other
researchers have also used DNS data for a better under-
standing of isothermal and non-isothermal reacting and
nonreacting particle-laden turbulent flows. For example,
Mashayek [11,12] and Mashayek and Jaberi [13] noted that
the presence of particles effectively decreases the turbulent
kinetic energy while increasing the anisotropy of homoge-
neous turbulent shear flows. These effects were shown to
be magnified by increasing either the mass-loading ratio
or the particle time constant. They also found that the
autocorrelation coefficient of the velocity of the carrier
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Nomenclature

BM mass transfer number
cp specific heat at constant pressure of fluid
D jet diameter
dp particle diameter
E total energy
f1 coefficient related to particle velocity
f2 coefficient related to particle temperature
f3 coefficient related to particle temperature
Ja

i mass flux of species a in ith direction
K thermal conductivity
mp mass of particle
Ns number of species
P pressure
qi heat transfer in ith direction
R0 universal gas constant
R molecular weight gas constant
r radial position
r0 jet radius
SE energy source term
Sui momentum source term in ith direction
Sq mass source term
T fluid temperature
Tp particle temperature
t time

ui ith component of fluid velocity vector, U

ucl centerline axial velocity
um mean axial velocity
urms root-mean-square of axial velocity
u0v0 Reynolds stress
u* fluid velocity at particle position
up particle velocity
vi ith component of particle velocity vector, V

Wa molecular weight of species a
Xi ith component of Lagrangian coordinate system
xi ith component of Eulerian coordinate system
xp particle location
Ya mass fraction of species a
a2 ratio of specific heat of the particle to that of the

fluid
c ratio of specific heats of the fluid
g coefficient related to particle energy
l fluid viscosity
q fluid density
qp particle density
sij Newtonian fluid stress tensor
sp particle time constant/Stokes number
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gas in an isotropic two-phase flow increases with an
increase in mass-loading ratio. Jaberi [14] and Jaberi and
Mashayek [15] studied particle temperature in homoge-
neous turbulence. They found that the temperature inten-
sity decreases with increasing particle time constant,
thermal diffusivity and/or Prandtl number. Their results
clearly indicate the importance of the thermal coupling
effects and the SGS temperature interactions between
phases in non-isothermal two-phase flows which should
be included in the LES of such flows.

This study is intended to offer evidence that the LES and
the corresponding SGS closures discussed and imple-
mented herein are both applicable and accurate. This is
accomplished through comparison with the experimental
data of Gillandt et al. [16], who have generated phase-
Doppler-anemometry (PDA) results for the near-field of
a moderate Reynolds number round jet laden with heavy
particles. Most of the reported experimental studies of par-
ticle-laden turbulent jets [17–21] consider the ‘‘far-field
behavior” of the flow and/or do not measure both the car-
rier and dispersed phases concurrently. The goal of LES is,
of course, to be able to predict the near and far flow field
behavior of both phases, but it seems to be more prudent
to focus first on the performance of the models in the near
field. The desire to improve the applicability of LES to
multiphase flows is complemented by the current limita-
tions of experimental methods of flow measurement. For
example, the PDA system [16,22] can measure the velocities
of both the carrier gas and the particles, but the particles
must be much larger than the tracers (to offer a definitive
separation of scales). This results in a description of a flow
which involves particles larger than those that may be
observed in some industrial applications. In contrast, the
LES methods described herein may be readily used for var-
ious particle sizes and Reynolds numbers. This work is
somewhat similar to the investigation of a slit-jet by Yuu
et al. [23]. However, there are important physical differ-
ences between planar and axisymmetric free jets and an
additional emphasis is placed here on the effect of particle
inlet conditions and SGS models.

The remainder of this paper is organized as follows:
first, a description of the governing equations and compu-
tational methodology for both the carrier gas and particu-
late field is presented in Section 2. That is followed by a
detailed discussion of the LES results, including the exper-
imental validation in Section 3. Finally, the paper is com-
pleted by a summary and some concluding remarks in
Section 4.

2. Formulation and computational methodology

In the hybrid Eulerian–Lagrangian two-phase large
eddy simulation (LES) method, the ‘‘resolved” carrier gas
field is obtained by solving the filtered form of the (com-
pressible) Navier–Stokes, energy and scalar equations,
together with the equation of state for pressure
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where hf(x, t)il and hf(x, t)iL = hqfil/hqil represent the fil-
tered and the Favre-filtered values of the transport variable
f(x,t) and q, ui, p, T, E, and Ya are the fluid density, veloc-
ity, pressure, temperature, energy and mass fraction of spe-
cies a, respectively. In Eq. (5), l, k, Cp and Pr are the
viscosity coefficient, the thermal conductivity coefficient,
the specific heat and the Prandtl number, respectively.
Also, R0 denotes the universal gas constant and Wa is the
molecular weight of species a. The SGS closures that ap-
pear in the above filtered equations include the SGS stress
hCiji ¼ hqiL½huiujiL � huiiLhujiL� and the SGS energy and
scalar fluxes. These are modeled by standard similarity
and diffusivity type closures [24–29]. The effects of particles
(or evaporating droplets) on the carrier fluid are expressed
through the mass (Sq), momentum (Sui) and energy (Se)
source/sink terms as described below.

The particle field is solved via a Lagrangian method
under the point-source approximation. In this method,
the evolution of the particle displacement vector (Xi), the
particle velocity vector (vi), the particle temperature (Tp),
and in case of evaporating particles or droplets, the particle
mass (mp), is governed by the following equations:
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where the asterisk refers to the local fluid variables which
are interpolated to the particle position and sp is the nor-
malized particle time constant. The variables g, f1, f2 and
f3 are functions of the particle and carrier gas parameters
such as the particle drag coefficient, the particle Reynolds
number, and the Prandtl number. BM is the mass transfer
number for evaporating droplets as calculated by the Lang-
muir–Knudsen non-equilibrium model. Note that gravity is
also ignored in Eq. (8), as the relative velocities of the two
phases are far greater than the terminal velocity of the par-
ticles. In the following terms:
g ¼ b
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Rep is the Reynolds number based on the particle diameter
and the slip velocity, Reb is the blowing Reynolds number
due to evaporative blowing velocity, Nu is the Nusselt
number, Sh is the Sherwood number and Sc is the Schmidt
number. The (non-dimensional) particle time constant is
defined as sp ¼

qp �d2
p

18l , and the drag coefficient CD is calcu-
lated by a correlation involving Rep.

The volumetric source terms appearing in the carrier gas
equations are evaluated based on the volumetric averaging
of the Lagrangian field as
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where the summation is taken over all particles in the vol-
ume dV = dx3 centered at each Eulerian (grid) point.

Eqs. (1)–(17) describe the general Eulerian-Lagrangian
formulation of a multi-component compressible two-phase
turbulent reacting system with full mass, momentum and
energy coupling between carrier and dispersed phases.
For systematic assesment of the LES methodology, the
SGS models, and the numerical scheme, we only consider
non-evaporating particles in a dilute non-reacting two-
phase system in this study. Hence, _mp and Sq are zero
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and there is no need to solve scalar and particle mass equa-
tions. Leaving out the effects of gravity also leads to vdri

being zero. The other carrier-gas equations are solved
together with diffusivity-type closures for the SGS stress
and the SGS energy flux terms. For the particle velocity,
a stochastic model is considered in which the residual or
subgrid velocity of the carrier fluid at the particle location
is evaluated from the SGS viscosity. The model is
described below. The combined large- and small-scale fluid
velocity is then used to move the particles and to calculate
the particle drag force. The discretization procedure of the
carrier fluid is based on the ‘‘compact parameter” finite
difference scheme, which yields up to sixth order spatial
accuracies. The time differencing is based on a second
order method. Once the fluid velocity, density and temper-
ature fields are known, the particle transport equations are
integrated via ‘‘standard” differencing schemes. The evalu-
ation of the fluid properties at the particle locations is
based upon first and fourth order accurate Lagrangian
interpolation schemes. The velocity and size of particles
at the jet inlet vary in different simulations. For the simu-
lations in this study, the Eulerian grid has 1.5 million
points, while there are at least 35 thousands Lagrangian
particles. The statistical properties (e.g., mean and rms
velocities) are calculated over three pass-over times after
the flow is fully developed.

As noted in Eq. (2), the momentum coupling between
the dispersed particle phase and the carrier gas phase is
through the velocity difference between phases, and the
drag associated with that difference. This ‘slip’ velocity
could be computed by interpolation of the fluid velocity
to the particle location at each time step in DNS, where
the fluid velocity is known at sufficiently small grid points.
However, in LES, only the filtered fluid velocity field, huiiL,
is known. Thus, it becomes necessary to model the SGS
part of the fluid velocity at the particle location. The sim-
plest estimation is to interpolate the filtered velocity only,
neglecting the SGS effects of the carrier gas on the dis-
persed phase. This would not be a good assumption when
the energy removed by filtering is large or the particle time
constant is small. Another approach that is used herein is
to represent the effects of SGS carrier fluid velocity on par-
ticles via a stochastic closure. In this closure, the SGS par-
ticle dispersion and the fluid Lagrangian velocity follow a
history-independent diffusion process. Diffusion processes
have been widely used in PDF modeling of single-phase
turbulent flows [30–33].

Giscquel et al. [33] recently proposed a system of sto-
chastic differential equations (SDEs) to solve the statisti-
cally equivalent Fokker-Plank equation of the so-called
SGS velocity filtered density function via a multivariable
stochastic diffusion process. A similar SDE system is used
here for modeling of SGS fluid turbulence on particle dis-
persion. For this the particle location, the particle velocity
and the total (resolved plus residual) fluid particle velocity
as represented by X � Xi and are obtained by solving the
following modeled equations:
dX i ¼ AiðXÞdt þ BijðXÞdW j;
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where Ai and Bij are respectively the drift and diffusion
coefficients and Wi is a Wiener process. R is a vector based
on the diagonal elements of the matrix Bij, and n is the nor-
mal Gaussian random variable. Here, only one component
of the velocity is shown for simplicity.

One of the SDEs in this system models the evolution of
the fluid particle velocity as [33]
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where x = e/k with e = Cek
2/3/Df, k = sii/2 and C0 is a con-

stant. Eq. (19) is used for reconstructing the total (filtered
plus SGS) fluid velocity at the particle location. It is to
be noted here that the ‘seen’ fluid particle velocity and
the fluid particle may behave differently because of the
cross-trajectories effect of the gravity or the large inertia ef-
fect of large discrete phase particles. These effects are ig-
nored in this study. Eq. (18) is solved with the Euler–
Maruyama numerical scheme:

Xnþ1 ¼ Xn þ AnDt þ Rn
ffiffiffiffiffi
Dt
p

: ð20Þ
3. Results and discussion

3.1. Comparison with experiment

An a posteriori analysis is conducted to assess the sto-
chastic particle closure and the overall performance of
LES for computing two-phase turbulent flows. Specifically,
LES and experimental results for a particle-laden axisym-
metric turbulent jet are compared. The experimental results
are taken from Gillandt, et.al. [16], in which a phase-Dopp-
ler anemometry (PDA) system is used to measure the veloc-
ities of the seeded carrier gas and heavy glass particles. The
physical parameters for the two-phase flow configuration
are given in Table 1. The results for the single-phase flow
configuration are also included, although an emphasis is
placed on the ability of LES to accurately represent multi-
phase effects. In the numerical simulations, the inlet mean
velocity profiles in the axial-direction of both phases are
taken from the experimental results 1 mm downstream of



Table 1
Physical parameters in experiment

Reynolds number 5700
Nozzle diameter 12 mm
Carrier gas Air
Mean particle diameter 110 lm
Mass loading 1
Dispersed phase Glass beads

Fig. 1. Vorticity magnitude and particle distribution in a typical two-
phase gas-particle turbulent jet simulation. Small numbers of particles are
shown and the particle size is exaggerated for sake of clarity.

Table 2
Particle conditions in various cases

Case SGS particle model Particle size distribution

1 No Uniform
2 Yes Uniform
3 Yes Gaussian

Fig. 2. Centerline mean axial velocity versus downstream location.
‘‘EXP” stands for the experiment.

Table 3
Percentage of the difference between experimental and LES values of mean
axial velocity at jet centerline, at several axial locations

Axial location (x/D) LES Case 1 LES Case 2 LES Case 3

1.25 4.24 3.70 3.69
6 3.93 1.63 0.09
7.5 5.49 3.96 1.40
9.25 10.46 2.34 1.35

12.5 10.40 2.29 0.27
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the nozzle and interpolated onto the computational grid;
the inlet velocity of the carrier phase in the radial direction
is forced harmonically, while that of the particles is
unforced. Fig. 1 shows vorticity magnitude and particles
in one of our simulations.

The data for three different LES cases are compared to
the experimental results. The parameters of all three cases
are given in Table 2. In case 1, no SGS model is used for
particle-carrier gas interactions and particles are injected
with uniform size at jet inlet. In case 2, the stochastic
SGS model described in Section 3 is used for the SGS par-
ticle dispersion but still the particles have a uniform size
distribution at inlet. Finally, in case 3, the stochastic SGS
model is used with a clipped-Gaussian particle size distri-
bution at jet inlet. The results are reported for both single-
and two-phase flows.

Fig. 2 shows a comparison between experimental and
computational values of centerline mean axial velocity,
um, at various downstream locations. Case 3, the case with
SGS particle closure and initial non-uniform (Gaussian)
particle size distribution, best reproduces the experimental
results. Case 2 is nearly as accurate as case 3 and case 1 is
considerably less accurate in comparison to the other cases.
This indicates that the SGS closures are indeed viable.
Also, the slightly better results for case 3 as compared to
those for case 2 suggest that some of the differences
between experimental and LES results are due to inconsis-
tencies in the inlet particle conditions (i.e. particle size and
locations) and are not due to modeling. The difference
between experimental and numerical results is better shown
in Table 3, where the ‘‘percentage of error” in the predicted
values of the centerline axial velocity at several axial loca-
tions is listed. The results in Table 3 confirm that the pre-
dicted centerline velocity in case 3 is the closest to the
experiment at all locations from the nozzle.

Fig. 3 shows the radial variations of mean axial velocity
at two different axial locations and Table 4 gives the corre-
sponding error values for those locations. Overall, there is
a good match between experimental and numerical results.
The error calculations indicate that there are positions
where each simulated case best matches the experimental
data. However, on average, the results of case 3 are notice-
ably better than the other two. Other flow statistics are also
well predicted by LES, provided that appropriate SGS



Fig. 3. Axial velocity profiles: (a) x/D = 7.5; (b) x/D = 12.5.

Table 4
Percentage of the difference between experimental and LES values of mean
axial velocity at some radial and axial locations

Axial location
(x/D)

Radial location
(r/r0)

LES Case
1

LES Case
2

LES Case
3

2.5 0.3 0.42 0.42 0.45
5 1.2 12.31 9.72 11.64

12.5 0.3 9.75 4.16 1.52
12.5 2.3 5.92 9.15 1.56
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model and boundary conditions are employed. This is
shown in Fig. 4a, where the radial profiles of the root-
mean-square (rms) values of axial velocity, urms as mea-
sured experimentally and compared with the LES results
of case 3 are shown. The corresponding percent error val-
ues are presented in Table 5. Again, it is observed that
the LES predictions are in good overall agreement with
the experimental results, despite some differences at loca-
tions far from nozzle and jet centerline. It is important to
note that the magnitude of the turbulence intensity is rela-
tively small and more sensitive to inlet flow/particle condi-
tions which are not exactly the same in experiment and
LES. It is also important to note that the experimental
results represent one cross-sectional slice of the jet, while
the LES results represent an azimuthally averaged radial
profile. Considering the precision of the centerline quanti-
ties (where there is no significant difference in sampling),
it is not unreasonable to assume that some of the errors
observed in the radial profiles may be due to differences
in sampling method. Some of the errors may also be attrib-
uted to the finite size effect of particles (e.g., particle wake)
on the carrier fluid. Additionally, in the simulations consid-
ered in this paper, the inlet radial location of all (small and
large) particles is randomly selected and there is effectively
no particle size distribution in the radial direction at jet
inlet which may not be consistent with the experiment.

To further validate the accuracy of the SGS models,
comparisons between experimental and LES data are made
for the case of single-phase flow. This enables the verifica-
tion of the effects of the particles on the carrier gas. As
shown in Fig. 4b and c, there are good agreements between
the experiment and the LES in both single- and two-phase
flow configurations, a clear indication that the SGS models
employed are viable. The results of both the experiment
and the LES show that adding heavy particles to the flow
causes the centerline velocity to decay at a slower rate. This
can be rationalized in that the heavy particles effectively
pull the carrier gas along with their rate, slowing the decel-
eration due to their inertia effects. An increase in turbu-
lence intensity is also noted when particles are added to
the flow, which is also consistent with the experiment.

3.2. Flow-particle interactions

In Section 3.1, we have partially validated our LES
models and numerical scheme by comparing the numerical
results with the experimental data. In this section, we go
beyond experiment and further examine the interactions
between the carrier gas phase and the particle phase in a
turbulent jet via our LES model. For instance, Fig. 5 shows
the effect of average particle inertia or particle mass on the
particle velocity field. It is to be noted that the experiment
was conducted with relatively heavy particles, with
sp = 57.4. The heavy particles tend to follow their own
path rather than the path of a fluid particle (although they
still decelerate and grossly affect the carrier gas). Experi-
mentally, it is difficult to consider smaller particles due to
the interference of the particle phase with the seeded (fluid
tracking) particles. It is not however very difficult to per-
form numerical simulations with smaller average sp. In
all the cases shown in Fig. 5, the inlet particle size/mass
is randomly selected from a clipped-Gaussian distribution
about a mean particle mass or time constant, and there is
no correlation between particle mass and location and/or
velocity at jet inlet. Furthermore, the particles are given a



Table 5
Sample percent error calculations for urms

Axial location (x/D) Radial location (r/r0) Case 1 Case 3

5 0.4 32.8 7.38
5 0 93.7 3.12

12.5 0.9 35.9 7.71
12.5 0.1 22.9 2.05

Fig. 4. (a) Radial profiles of rms of axial velocity at x/D = 5 and 12.5; (b) mean centerline axial velocity of single- and two-phase flow; (c) radial profiles of
mean axial velocity at x/D = 7.5.
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velocity that is nearly uniform and close to the local carrier
gas velocity. As expected, Fig. 5 shows that the larger par-
ticles tend to keep their initial velocity and the smaller ones
deviate more from their initial velocity due to drag force.
However, a comparison between Fig. 5a and b for different
mean particle inertia indicates that for particles with smal-
ler mean time constants or inertia the correlation between
particle mass and velocity is small and does not change sig-
nificantly in the axial direction. For particles with larger
mean inertia, a correlation between the particle mass and
velocity is shown to develop as the jet evolves. This sug-
gests that the particle velocity is much more dependent
on the particle inertia when the mean particle time response
is sufficiently larger than the flow time scales. For particles
with bigger mean size or mass, the velocity of the carrier
gas decreases much more rapidly than the particles. The
‘large’ particles tend to keep their initial velocity but the
‘‘small” particles quickly adjust to local jet velocity. There-
fore, as the jet develops the velocity of larger particles devi-
ate more from those with smaller mass, leading to the
development of a strong correlation between particle mass
and velocity in Fig. 5a. For particles with smaller mean size
or mass, the particle velocity distribution at any distance
from the nozzle is close to that of the fluid velocity at that
location as the smaller particles quickly ‘catch up’ with the
flow and the correlation between particle mass and velocity
remain small. Of course very heavy particles never respond
to the flow and keep their inlet/initial velocity-mass corre-
lation, whatever that may be.

In the simulations considered in this paper, the initial
velocity of all (small and large) particles is exclusively in
the axial direction. As expected, some of the smaller parti-
cles gain a radial velocity component from the carrier gas
two-way interactions and deviate from their original radial
location as they move downstream (Fig. 6a). However, the
larger particles tend to remain in the core of the flow. Once
again, a comparison between Fig. 6a and b shows that the
initial mean particle size has a significant effect on the
downstream trends in the particle size/velocity distribution.
Because the particles in Fig. 6b are all small, they tend to
spread out of the jet core more readily.



Fig. 5. Correlation between particle axial velocity and particle mass at
different downstream locations: (a) sp = 57.4; (b) sp = 10.0. The linear
regression is intended to show a general trend, not an empirical
relationship.

Fig. 6. Particle mass versus radial position at different downstream
locations: (a) sp = 57.4 and (b) sp = 10.0. The linear regression is intended
to show a general trend, not an empirical relationship.
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Fig. 7 shows the ‘‘preferential concentration” of parti-
cles in the jet by comparing the particle number density
profile with the average particle mass profile, again for
two different initial mean particle time constants. These
‘‘Eulerian” particle values are obtained by averaging the
‘‘Lagrangian” particle mass and number density. Evi-
dently, the total number of particles entrained/remained
in the core of the jet increases in the axial direction for large
mean particle time constants, forcing the average particle
mass to decline at centerline. This does not mean that the
larger particles are being replaced by smaller ones. It seems
more likely that the average mass is decreasing due to the
addition of smaller particles, not the loss of large particles.
This also may be due to the fact that the larger particles are
swept downstream at a high velocity while some of the
smaller particles are caught in low vorticity regions near
the core of the jet. Both the average particle mass and par-
ticle number density plots indicate that there is noticeable
particle dispersion at x/D = 12.5, as evidenced by the
‘‘non-zero” values of these variables beyond r/D = 0.7.
The smaller time constant case contrasts with the larger
time constant case in that the particle number density has
the opposite trend with axial distance. While the particle
number density at jet core increases as jet develops in case
with average sp = 57.4, it actually decreases in the case with
sp = 10.0. There is also much more particle dispersion and
higher particle mass/number density beyond r/D = 0.7 in
the sp = 10.0 case, which is expected. In this case, there
are not so many ‘‘large” particles that are essentially
‘‘stuck” in their radial location by their inertia. Instead,
the particles are much more likely to follow the flow and
react to the changing velocity field. The radial distribution
of particle size or mass seems to obey the same trend for
both the sp = 57.4 and sp = 10.0 cases. It is also interesting
to note that there are significant declines in both the aver-
age particle mass and the particle number density near the
shear layer in both cases.

The probability density function (PDF) of the particle
mass is shown in Fig. 8. These PDFs are obtained by sam-
pling the data over the entire plane perpendicular to the jet,
so local particle distribution is not distinct, only general
axial trends are captured. It is to be reminded that at jet



Fig. 7. Particle mass and number density, radial variation at different
axial locations: (a) sp = 57.4 and (b) sp = 10.0.

Fig. 8. Probability distribution function of particle mass: (a) sp = 57.4 and
(b) sp = 10.0.
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inlet the particle diameter is randomly selected from a
clipped Gaussian distribution, resulting in a positive skew-
ness of the particle mass PDF. The skewness indicates that
there are more excursions from the mean on the larger par-
ticle mass side. This distribution remains nearly constant at
different axial locations, and is nearly independent of initial
mean particle size (sp = 57.4 vs. sp = 10.0), as shown in
Fig. 8.

Fig. 9 shows the axial variations of the particle-carrier
gas velocity correlations, which are obtained from the data
averaged over the plane perpendicular to the jet at each
axial location. The velocity correlations are calculated by
the following equation (given here for upu�)

Ru�up ¼
upu� � up � u�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

upup � up � up

� �
u�u� � u� � u�ð Þ

q ð21Þ

The correlations between the axial velocity of the parti-
cles and the two components of the carrier gas velocity,
upu� and upv�, where the asterisk (�) again denotes the car-
rier gas property interpolated to the particle position, are
the most significant for both mean particle sizes. This indi-
cates that the ability to predict the carrier gas velocity field,
knowing the particle axial velocity, is better than the ability
to do so knowing the radial velocity of the particles. The
velocity correlations for the larger particles decay along
the axial direction as expected, indicating that there is an
increased randomness in the slip velocity farther down-
stream as expected. This is not true for the smaller parti-
cles. For the case with smaller particles, the particle-
carrier gas velocity correlations change sign downstream
of the jet inlet (see Fig. 9b). Also, for the larger particle
case, the radial components of the particle velocities are
not very well correlated to either of the carrier gas veloci-
ties (vpv� and vpu� � 0). It is interesting that the radial
velocity of the carrier gas correlates with the axial velocity
of the particles better than it does with the radial velocity
of the particles when integrated over the length of the jet,
as shown in Fig. 9a. One would also expect that if the par-
ticle time constant were to be decreased enough, eventually
the particles would act as fluid particles and the velocity
correlations would actually increase. Because of the high
mass-loading ratio of these experiments and the high com-
putational cost of solving the Lagrangian particle equa-
tions, this last case was not conducted.



Fig. 10. Normalized particle temperature as a function of particle mass;
(a) sp = 57.4 and (b) sp = 10.0.

Fig. 9. Axial variation of correlation between particle and carrier gas
velocities: (a) sp = 57.4 and (b) sp = 10.0.
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One of the more difficult problems facing experimental-
ists is that of accurately measuring/resolving both temper-
ature and velocity fields of highly turbulent flows. This is
especially difficult for two-phase flow systems. In our sim-
ulations, the temperature variations in both phases are con-
sidered, even though these variations are not very
significant due to ‘‘isothermal” flow conditions. Fig. 10
helps in better understanding of the ‘‘thermal inertia”

effects of the particles on the particle and carrier gas tem-
perature fields. As the smallest scales of the carrier gas dis-
sipate turbulent kinetic energy into the internal energy, a
significant part of that energy is transferred to the particles
[13–15]. Fig. 10a shows that the temperature of the parti-
cles is, in fact, increased as the jet develops. There is also
an increase in the difference between temperature of large
and small particles. In the near field, all particles are at
nearly the same temperature; while further downstream
the smaller particles attain higher temperatures in compar-
ison to the larger ones as the large particles do not respond
very well to the carrier gas temperature fluctuations and
energy dissipation. This can affect the carrier gas tempera-
ture field and, for sufficiently large temperature variations,
the fluctuating velocity field. Fig. 10b shows that the parti-
cles in the case with average Stokes number of sp = 10.0 act
much less as thermal energy sinks due to their small inertia
and have somewhat more uniform and lower temperature
as compared to those in the case with sp = 57.4. The results
in Fig. 10 also suggest that the particles with ‘‘moderate”

size/mass absorb more of the dissipated turbulent kinetic
energy than the very small or very large particles. This
could be due to an increase in (small scale) turbulent
kinetic energy by particles, or an increase in thermal phase
interactions, or both [14,15].

The results in Fig. 4 show the effects of particles on the
carrier gas turbulence for relatively large particles with
average sp = 57.4, similar to that in the experiment. Figs.
11 and 12 show these effects for different average particle
size and mass loading ratios. The results in Fig. 11a indi-
cate that at x/D = 5.0 the turbulence is attenuated and
the RMS values of the fluid axial velocity decreases by
the particles regardless of particle Stokes number and mass
loading ratio. As expected, the attenuation is more signifi-
cant for the cases with larger average particle sizes and lar-
ger mass loading ratios. However, as shown in Fig. 11b, the



Fig. 12. Mean axial velocity: (a) versus axial position at the centerline and
(b) versus radial position at x/D = 12.5.

Fig. 11. RMS of axial velocity versus radial position for varying average
particle inertia and mass-loading ratio: (a) x/D = 5 and (b) x/D = 12.5.
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effect of particles on the fluid seems to be different at down-
stream locations (e.g., x/D = 12.5), where the turbulent
fluctuation of the fluid axial velocity in two-phase simula-
tions are higher than those in single-phase flow simulations.
This is due to the fact that the simulated particle-laden two-
phase jet decays slower than the single-phase jet (Fig. 12).
As Fig. 7 suggests, at downstream locations far enough
from the jet inlet, the average particle mass or size outside
the jet core is smaller than that close to centerline in both
cases, even though the smaller particles in sp = 10.0 case
disperse more than the larger ones in sp = 57.4 case. The
smaller particles interact more with the turbulence, result-
ing in lower variance at �1.25 > r/D or r/D > 1.25 in
sp = 10.0 case in comparison with that in sp = 57.4 case
(Fig. 11b). The larger particles are concentrated closer to
centerline and consequently damp the flow more at
�1.25 < r/D < 1.25.

Fig. 12 provides further evidence that the size of parti-
cles in two-phase jets can be very important. It shows a plot
of the mean axial velocity versus axial position at the jet
centerline and versus radial position at x/D = 12.5. Note
that in Fig. 12a the effects of the particles are minimized
when their size is decreased. This is due to the inlet condi-
tions. In all three two-phase cases, the particles are initial-
ized at a velocity that is less than that of the carrier gas. In
the cases with larger particles, the particles have a large
inertia, and effectively drag the carrier gas along at their
velocity, while the smaller particles generally interact in a
more complicated way. The smallest particles appear to
have no effect on the mean flow, while the larger particles
significantly decrease the decay of the centerline velocity.
The plot of radial variation of axial velocity indicates that
the momentum damping effects are more closely related to
the mass-loading ratio than they are to the particle size, as
the smaller mass-loading case nearly matches the one-way
coupled case at x/D = 12.5, while the two larger mass-load-
ing cases seem to match each other favorably.
4. Summary and conclusions

The abilities of large eddy simulation (LES) methods to
predict multiphase turbulent flows was investigated via an
a posteriori study, correlating experimental and numerical
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results for an axisymmetric turbulent round jet laden with
heavy particles. The results indicate that the subgrid-scale
(SGS) carrier gas stress model and stochastic SGS model
employed for particles in the LES are viable and the latter
increase the accuracy of the numerical prediction by as
much as 10 %. In addition to the results for two-phase flow,
results were considered for the single-phase flow, for which
the LES utilizing the ‘‘standard” SGS closures was found
to be accurate. Various two-phase flow simulations were
conducted. Of these, the simulation utilizing both the sto-
chastic particle SGS model and the non-uniform (Gauss-
ian) inlet particle size distribution most accurately
predicted the various measured turbulent quantities, while
the simulation that did not incorporate either of these two
was the least precise. The simulation that included the SGS
particle model, but with uniform particle size distribution
at jet inlet, was reasonably accurate, but less so than the
case with the Gaussian inlet particle size distribution.

Further analysis of LES data indicates a ‘‘complete”

two-way coupling between velocity and temperature of
particle and carrier gas phases. As the carrier gas velocity
fluctuations are damped by the particles, the dissipation
rate of turbulent kinetic energy decreases, and the particle
temperature increases. While the velocity and temperature
distribution of the small particles widens as the jet devel-
ops, those of the large particles remains nearly constant.
As expected, the larger particles tend to keep their initial
velocity, while the smaller particles tend to accelerate
and/or decelerate more readily, and thus have a more dis-
perse correlation between mass and velocity. Analysis of
particle number density and average particle mass profiles
supports these findings. However, for smaller particles,
the particle number density profile widens with axial dis-
tance, indicating less entrainment of particles. The proba-
bility density functions (PDFs) of the particle mass
indicate that the size density remains relatively the same
in the axial direction of the flow, regardless of the initial
mean particle size.

The particle-carrier gas velocity correlations for large
particles show a decreasing trend in the axial direction,
which is most likely due to the increase in the slip velocity
between the particles and the carrier gas. For smaller par-
ticles, however, the velocity correlations actually increase
in the axial direction. The dominant correlations are those
between the axial velocity of the particles and the axial and
radial velocities of the carrier gas; the correlations between
the radial velocity of the particles and the axial and radial
velocities of the carrier gas are approximately zero. Further
analysis based on modifying the average particle inertia
indicates that the evolution of turbulence field in two-phase
jets is greatly affected by the choice of mean particle size.
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